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Figure 1: SceneVR is a touchscreen virtual reality (VR) controller that enables nonvisual access to virtual objects and avatars 
within a 3-D environment through a technique we introduce called “scene reading.” (Left) The virtual scene is a campground, 
where objects are annotated with labels and descriptions for a touch-based “scene reader.” (Right) The SceneVR touchscreen 
controller supports scene reading through touch gestures and spatial audio. SceneVR streams a real-time view from a VR 
headset to a user’s phone and lets them “read” the scene with their finger to identify virtual objects and avatars that they 
touch, similar to techniques used in Slide Rule [38], Apple VoiceOver, or Android TalkBack, but for 3-D scenes rather than 2-D 
interfaces. 

Abstract 
To improve the accessibility of virtual reality (VR) for blind and 
low-vision (BLV) users, we introduce “scene reading,” a technique 
inspired by touch-based screen reading for use in virtual environ-
ments. Scene reading provides semantic information about virtual 
objects and their on-screen positions, organizing details into hi-
erarchies that users can navigate for more granular exploration; 
it also uses spatial audio for nonvisual feedback. To design and 
evaluate our scene reading technique, we developed a system called 
SceneVR, which supports touch and gesture input, and spatial audio
output. SceneVR streams the live view from a VR headset onto 
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a phone or tablet, letting BLV users drag their finger across the 
touchscreen to identify objects and avatars, navigate, and gain a 
spatial understanding of the scene. We conducted a task-based us-
ability study to evaluate our SceneVR controller, collecting data 
on task performance, user experience, interaction patterns, and 
subjective feedback. Our findings indicate that scene reading with 
the SceneVR controller effectively supports BLV users in exploring 
virtual environments, enabling them to discover objects, navigate 
object hierarchies, and build an understanding of their surroundings 
while also providing a sense of enjoyment and agency. However, 
our findings also reveal initial design implications, including min-
imizing cognitive load and effectively integrating scene reading 
labels and descriptions with other sensory feedback to create a 
cohesive experience. 
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1 Introduction 
Virtual reality (VR) is widespread, used for gaming [49], work [63], 
travel [68] and social interaction [32]. Despite its growing popular-
ity, VR and its immersive 3-D digital content still pose significant 
accessibility barriers, especially for people who are blind or have 
low vision (BLV) and therefore cannot engage with its rich visual 
information [54]. For BLV users, basic tasks like identifying objects, 
understanding spatial relationships, navigating environments, or 
participating in social interactions can be difficult or impossible 
without alternative forms of access. 

Screen reader technology has long been used to make 2-D digi-
tal content accessible to BLV individuals. Screen readers such as 
JAWS,1 NVDA,2 and Microsoft Narrator3 provide nonvisual access 
to digital interfaces by converting displayed text into speech or 
braille output. They are typically controlled using a keyboard and 
mouse on desktop devices, or multi-touch gestures, like a tap, swipe, 
or drag, on mobile devices [4]. For visual elements such as images, 
screen readers use manually provided descriptions as alternative 
text (alt text) [31]. In addition to conveying content, screen readers 
can also communicate contextual information about interface ele-
ments. For example, some screen readers, like Apple VoiceOver4 

and Android TalkBack,5 allow direct touch exploration to convey 
spatial layout or announce when text is part of a heading, menu, 
or button to indicate structural roles. These cues help users under-
stand the screen’s content and how it is arranged, enabling BLV 
users to form mental models of user interfaces. 

Extending this kind of access to 3-D virtual environments, how-
ever, remains a challenge. VR lacks equivalent tools and standards 
for 3-D content despite calls from the community for screen reader-
like solutions in commercial VR products [67]. Unlike static 2-D 
content, virtual environments are dynamic, often including com-
plex objects with contextual relationships and interactive elements. 
Many objects in VR are agents, such as avatars, moving and in-
teracting with others. Fully conveying this richness exceeds the 
capabilities of traditional screen readers, requiring new interaction 
techniques for 3-D exploration and scene understanding. 
1https://www.freedomscientific.com/products/software/jaws/
2https://www.nvaccess.org/
3https://www.microsoft.com/en-us/windows/tips/narrator
4https://support.apple.com/en-al/guide/iphone/iph3e2e2281/ios
5https://support.google.com/accessibility/android/answer/6006598 

To address these challenges, we introduce “scene reading,” a set of 
interaction techniques that enable nonvisual access to object-level 
annotations and their screen-relative positions in virtual environ-
ments [92]. Scene reading leverages hierarchical object information 
to progressively disclose detail systematically in response to users’ 
touch and gesture interactions. To design and evaluate our scene 
reading techniques, we developed SceneVR, a touchscreen VR con-
troller inspired by mobile screen readers like Slide Rule [38], Apple 
VoiceOver, and Android TalkBack, which facilitate screen reading 
through touch-based interactions, including direct touch explo-
ration and multi-touch gestures. SceneVR streams the live view 
from a user’s VR headset to the user’s phone or tablet (see Figure 1). 
Users can explore the scene by scanning the screen with their finger. 
As they move their finger across the live view, SceneVR identifies 
objects and avatars they are touching to provide nonvisual access 
while supporting spatial awareness through direct touch and spatial 
audio. 

To evaluate SceneVR, we conducted a task-based usability 
test [60] with 12 BLV adults to explore the perceived value and 
effectiveness of scene reading and SceneVR. Our findings indicate 
that scene reading with the SceneVR controller effectively supports 
nonvisual interaction, enabling object discovery and fostering a 
strong sense of presence while providing enjoyment and a sense 
of autonomy. However, our results also highlight initial design 
implications, including a steep learning curve associated with the 
touch-based interaction design and mismatches between user ex-
pectations and system feedback in multi-sensory environments. In 
particular, our findings show that annotations must work in tandem 
with sensory cues, as mismatches between what users perceive and 
what is described can disrupt their understanding and experience 
of the environment.6 Finally, we offer initial design implications 
and future research directions aimed at enhancing nonvisual explo-
ration and understanding of virtual environments for BLV users. 

The contributions of this work are: 
(1) The concept of “scene reading,” a nonvisual interaction para-

digm for virtual environments that draws from mobile screen 
readers and incorporates hierarchical organization, spatial 
audio, and progressive disclosure to support structured ex-
ploration and understanding of complex 3-D scenes. 

(2) The implementation of scene reading in SceneVR, a prototype 
system that uses multi-touch gestures on a smartphone and 
spatial audio from a VR headset to enable nonvisual access 
to virtual environments, demonstrating how touch-based 
interaction can serve as an accessible interface for scene 
reading. 

(3) Empirical results from a usability study evaluating SceneVR, 
including performance metrics, user experience assessments, 
interaction patterns, and subjective feedback. 

2 Related Work 
First, we review prior work on using mobile devices in augmented 
reality (AR) and VR, focusing on their efficacy as controllers. Second, 
we discuss the accessibility of 2-D visual content, highlighting 
6The challenge of automatically authoring 3-D object annotations was deemed beyond 
the scope of this work, which focused on interaction techniques for object discovery 
and spatial understanding. Automatic object annotation is an important avenue for 
future work, which we discuss in that section. 
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research on touch-based access methods that inform and inspire our 
approach in 3-D virtual environments. Third, we review research 
on exploration and scene understanding for BLV VR users. 

2.1 Mobile Touchscreens as VR Controllers 
Prior work has explored the use of mobile devices as interfaces for 
AR and VR. Early research by Feiner et al. [21] and Szalavári et 
al. [80] envisioned systems that combined handheld technologies 
with head-mounted displays (HMDs), using multiple displays and 
interaction techniques to enhance mobility and ease of use. Since 
then, research has continued to use mobile devices with HMDs, 
focusing increasingly on how to integrate modern touchscreen de-
vices. For example, Grubert et al. [27] developed a system that dis-
tributed widgets across an AR headset, smartphone and smartwatch, 
effectively minimizing the interaction seams across the growing 
number of devices that we use daily. Others have examined inter-
actions between headsets and mobile touchscreens for knowledge-
based tasks, highlighting the potential of these interfaces to enhance 
productivity and serve as effective input tools [9, 34, 44]. 

Highly relevant to our work is a growing body of research demon-
strating the feasibility of using mobile touchscreen devices as in-
put controllers for AR and VR HMDs, motivated in part by the 
ubiquity of these devices. Babic et al. [6] introduced Pocket6, a 
smartphone-based six-degrees-of-freedom (6DoF) controller using 
mobile AR tracking, finding its performance comparable to com-
mercial 6DoF controllers. TrackCap [51] extended this approach 
by enabling inside-out tracking using the smartphone’s camera, 
showing improved accuracy and task completion times over 3DoF 
controllers. BiSHARE [98] explored bidirectional interaction be-
tween smartphones and AR HMDs, including using the phone as 
an AR controller, and PAIR [87] provided 6DoF smartphone in-
put for AR with a larger tracking volume compared to prior work. 
Phonetroller [50] and HandyCast [41] further demonstrated the 
potential of smartphones as VR controllers. Phonetroller visualized 
finger positions to support precise touchscreen interactions, while 
HandyCast enabled bimanual control of virtual hands through com-
pact phone gestures in physically constrained spaces. 

Beyond demonstrating feasibility, prior work also suggests that 
smartphone-based controllers may outperform conventional input 
devices in certain contexts. Touchscreen input has been shown to 
better support precise target acquisition tasks compared to ray cast-
ing with conventional controllers [47], and to significantly reduce 
error rates during text entry [11]. 

We build on prior work demonstrating the technical viability of 
mobile touchscreens as VR controllers for sighted users, shifting 
focus to their potential for nonvisual interaction. Although previous 
systems have not addressed accessibility, they establish mobile 
touchscreens as a feasible platform for our approach. We extend 
prior work by re-purposing a mobile phone as an accessible VR 
controller, leveraging its touchscreen as a device for nonvisual 
exploration. 

2.2 Accessibility of Touchscreen-Based 2-D 
Visual Content 

Touchscreen-based exploration of 2-D user interfaces (UIs) has been 
widely studied. Early research on touchscreen kiosks by Vanderhei-
den [88] offered the “talking fingertip technique,” which announced 
buttons on an ATM when they were touched. Kane et al. signif-
icantly extended this idea to enable BLV access to smartphones, 
tablets, tabletops, and documents in Slide Rule [38], Access Over-
lays [40], and Access Lens [39]. Work by Goncu et al. [25] used 
vibrotactile feedback to make computer graphics more accessible. 

More recently, touch-based exploration techniques have been 
applied to enable understanding and authoring of digital art-
boards [94, 95], and data visualizations [93], both of which are 
rich 2-D spaces that have been shown to be particularly inacces-
sible for BLV users [69, 73]. Similarly Sharif et al. [72] explored 
the use of a touchpad as an input device for screen readers, en-
abling users to spatially explore digital content and video elements 
mapped to the touchpad’s surface. 

Perhaps most extensive are studies of digital image accessibility. 
For example, Morris et al. [53] investigated several techniques to 
supplement alt text, including image segmentation, to enable touch-
based exploration and tiered descriptions that disclose more detail 
as the user requests it. Building on this, Ahmetovic et al. [1] com-
pared attribute-based segmentation with a hierarchical approach, 
where child components were revealed after their parent was ex-
plored. Although both had benefits, hierarchical exploration was 
more engaging to participants and was also associated with more 
detailed descriptions of the digital artwork they explored during the 
study. Lee et al. [45] investigated whether touch-based exploration 
helped BLV users assess the correctness of AI-generated captions. 
Their findings reinforce the benefits of touch-based techniques and 
hierarchical organization for image understanding, particularly in 
supporting spatial awareness, agency, and user control, but also 
highlighted trade-offs in effort and efficiency when compared to 
simpler, text-based approaches. To address usability issues while 
preserving the benefits of direct touch interaction, Nair et al. [57] 
developed ImageAssist, a system that introduced additional tools 
to support and scaffold touch-based image exploration. Their study 
found that participants appreciated the added tools and preferred 
using them as a complement, not a replacement, to free-form direct 
touch exploration. 

These research-driven designs have also begun appearing in 
commercial products. For example, Microsoft’s Seeing AI7 intro-
duced the Explore feature, which enables spatial exploration of 
segmented digital images on a phone. This real-world adoption 
highlights the growing relevance of touch-based exploration tech-
niques, and collectively, these technologies mark a shift from static 
image descriptions to dynamic exploration. 

Informed and inspired by this work, our research investigates 
whether touch-based exploration with progressive disclosure can 
be adapted to dynamic 3-D environments, similarly fostering a rich 
understanding of virtual scenes through knowledge of objects, their 
hierarchies, and their relative positions. 
7https://www.seeingai.com/ 

https://7https://www.seeingai.com
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2.3 Scene Understanding for BLV VR Users 
Scene understanding is essential for effective interaction in vir-
tual spaces. Franz et al. [23] reviewed literature from computer 
vision and cognitive psychology to develop a taxonomy for how 
users construct this understanding, highlighting the importance 
of objects and spatial awareness in forming a conceptual model 
of virtual scenes. Their work further highlights that exploration 
and the ability to perceive and interact with these objects are foun-
dational to other virtual environment tasks [23]. For BLV users, 
scene exploration and understanding requires nonvisual access to 
this information, enabling them to discover objects, develop spatial 
awareness, and build a mental model of the environment. 

Research on BLV VR accessibility has explored various methods 
of providing access to objects and their layout. Early work focused 
on free-form exploration using mouse and keyboard input to sup-
port object identification, navigation, and orientation in 3-D games 
like Second Life [15, 22, 43, 65, 66] and PowerUp [83, 84]. These 
studies demonstrated that providing object descriptions and spatial 
information can improve accessibility, particularly when interac-
tions align with familiar screen reader techniques. However, these 
methods also degraded interaction speeds compared to visual alter-
natives, and their effectiveness in fully immersive VR environments 
remained unaddressed. 

Later work adapted object description techniques for modern 
VR headsets and commercial controllers. However, this research 
found that BLV users struggled with traditional selection methods 
such as ray casting, which relies on pointing-based interactions 
that are challenging without visual feedback [20]. SeeingVR [97] 
also incorporated object description techniques for modern VR ap-
plications but as part of a broader suite of tools aimed at improving 
accessibility for low-vision users. Chen et al. [16] explored the use 
of Vision Language Models (VLMs) for scene interpretation in VR, 
developing EnVisionVR, a system that processes headset-captured 
images to generate nonvisual scene descriptions and support object 
localization through multi-modal feedback. Meanwhile, research by 
Nair et al. [55, 56, 58] investigated free-form exploration in video 
games, developing techniques that let BLV players enrich their 
understanding of their surroundings through discovery-driven nav-
igation. Herskovitz et al. [33] addressed similar challenges in iOS 
AR by creating a bridge that exposes AR content to VoiceOver and 
developing guided and free-form interaction techniques to help 
blind users locate and explore virtual objects in physical space. 

Beyond verbal object descriptions, research has also explored 
how multi-sensory feedback, particularly auditory and haptic cues, 
can further support BLV access in VR. For example, Balasubrama-
nian et al. [7] described the Scene Weaver prototype in which users 
could navigate virtual environments by exploring people, places, 
and objects through a self-directed interface, emphasizing the im-
portance of supporting individual exploration strategies through 
perceptual agency. Some approaches have focused on refining au-
ditory representations of virtual objects and their layout, including 
research into sonification techniques [82], the design space of com-
mon auditory feedback methods [28], and echolocation [5, 81]. 
Others have explored haptic feedback as an additional sensory cue 
to enhance object and environmental awareness [18, 42, 79, 86]. 

Additionally, haptic feedback has been incorporated into social in-
teractions [17, 37] and games [19, 24, 52, 91] to improve accessibility 
through multi-sensory feedback. Yet others have incorporated tools 
like canes [48, 74, 85, 96] and gloves [26, 62] to enable exploration 
through more tactile experiences. 

More recently, commercial devices have begun to incorporate 
accessibility features for BLV users. Notably, the Apple Vision Pro 
includes support for VoiceOver,8 which can render menus, sys-
tem interfaces, and other digital content in the AR environment 
nonvisually, making it one of the first commercially available AR 
headsets to provide built-in screen reader access to elements of the 
immersive interface. 

Building on this rich set of work, we present the first exploration 
of touch-based “scene reading” in VR, introducing and evaluating 
finger-driven techniques that enable BLV users to access, explore, 
and understand virtual environments through progressive disclo-
sure of details via VR object hierarchies. 

3 “Scene Reading” and the Design of SceneVR 
To explore and evaluate scene reading, we designed SceneVR, a 
native iOS (or iPadOS) app that serves as a touchscreen VR con-
troller and instantiates scene reading using touch-based interac-
tions. SceneVR uses multi-touch gestures to support nonvisual ex-
ploration and understanding of virtual environments. This section 
describes both the broader design principles of the concept of scene 
reading and its particular touch-based implementation in SceneVR, 
including the touch-based input gestures shown in Figure 4. 

3.1 Scene Reading Gestures 
Scene reading supports nonvisual exploration and understanding 
of virtual environments by providing access to objects and their 
on-screen layout. Unlike traditional screen readers, which operate 
within a 2-D coordinate system, scene reading supports interac-
tion within 3-D space, where objects exist within dynamic and 
interactive environments. To navigate this added complexity, scene 
reading incorporates features such as free-form and structured ex-
ploration, and organizes objects into natural hierarchies that users 
can navigate to progressively reveal additional detail. 

In our touch-based SceneVR controller, scene reading is enabled 
mostly through one-finger touch gestures. We adapt touch-based 
techniques designed for nonvisual access to images [1, 45, 46, 53, 57], 
graphics [25, 93–95] and user interfaces [38–40]. We also draw on 
interaction patterns used in mobile screen readers like VoiceOver 
and TalkBack, which rely on multi-touch gestures to support inter-
face navigation and access. 

One-finger drag for spatial scene reading. A recurring theme 
in prior work is the role of direct touch in enabling free-form ex-
ploration of visual content while also supporting spatial aware-
ness through continuous movement and audio or haptic feed-
back [1, 25, 38–40, 45, 46, 53, 57, 88, 93–95]. This form of inter-
action is also supported in VoiceOver and TalkBack, which use 
drag gestures to let users hear the on-screen element beneath their 
8https://support.apple.com/en-al/guide/apple-vision-pro/tanae5174040/visionos 

https://8https://support.apple.com/en-al/guide/apple-vision-pro/tanae5174040/visionos
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Figure 2: SceneVR enables spatial scene reading through direct touch. (Left) A virtual marketplace as viewed from a VR headset, 
where an avatar is annotated with a label and description. (Right) The same view is streamed to and displayed on a phone 
by our SceneVR controller, where the avatar is selected and its label announced as the user’s finger drags over it. Additional 
gestures can access further information (described below). 

touch point. Leveraging insights from this work, we designed spa-
tial scene reading in SceneVR to apply direct touch exploration to 
3-D virtual environments. 

To support spatial scene reading, SceneVR streams the live view 
from a VR headset to a touchscreen display and enables exploration 
using a one-finger pan (Figure 4a). To keep scene reading consistent 
and predictable, the live-streamed view does not rotate with the 
user’s head, which may shift due to small, unintentional move-
ments. Instead, the view is only rotated when the user intentionally 
turns their avatar’s forward direction. (This rotation interaction is 
described in more detail below.) As users move a finger across the 
view, SceneVR selects the object they are touching by translating 
the touch point from screen coordinates to a 3-D ray cast into the 
virtual world9 , identifying the first object the ray intersects. As the 
user’s touch moves across an object, its label is announced using 
spatial audio (e.g., "Vegetable Stall"), which also conveys its relative 
position in the virtual space. Figure 2 illustrates this process. 

Split-tap for detailed description. Similar to the approach used 
in the Slide Rule finger-driven screen reader to acquire targets [38], 
and later adopted by VoiceOver, TalkBack, and A11yboard [95], we 
also use a split-tap gesture whereby a second finger tap anywhere 
on the screen triggers a more detailed audio description of the 
object currently being touched by the “reading finger” (Figure 4b). 
These descriptions include visual details similar to traditional alt 
text; they can also provide information relevant to the virtual nature 
of the object, such as the presence of a nearby teleport location, 
which allows users to jump directly to that object (e.g., "A wooden 
stall displays baskets of tomatoes, carrots, and leafy greens. The stall 
is shaded by an awning. Teleport available."). 

One-finger flick left/right for sequential scene reading. 
Prior work in touch-based image exploration [57] and BLV video 
game [55] and AR [33] accessibility shows that users benefit from 
both free-form and structured exploration methods, where struc-
tured methods present objects in a predefined, predictable order. 
9https://docs.unity3d.com/6000.0/Documentation/ScriptReference/Camera.ScreenPointToRay 

VoiceOver and TalkBack similarly support both modes: users can 
explore freely by dragging their finger or navigate in-order using a 
flick gesture. To examine whether structured exploration provides 
similar benefits in 3-D environments, we also introduce sequential 
scene reading, where users can move through objects in a prede-
fined order. SceneVR implements this technique using a one-finger 
flick gesture (Figure 4c). 

Unlike spatial scene reading with a continuously moving finger, 
discrete flick gestures do not depend on touch location. Instead, a 
one-finger flick right moves to the next object clockwise, while a 
one-finger flick left moves counterclockwise, with virtual objects 
ordered according to their radial position around the user, providing 
for egocentric orientation. As with spatial scene reading, an ob-
ject’s label is announced using spatial audio and the object remains 
selected until the user performs another scene reading gesture. 

One-finger circle for overview scene reading. Prior work in 
touch-based image exploration also highlights the value of provid-
ing an overview of visual content along with the ability to examine 
individual elements [45, 57]. VoiceOver and TalkBack offer similar 
functionality via a gesture that announces all elements in sequence. 
While SceneVR does not replicate the exact touch gesture used 
in either screen reader, we introduce a similar capability in 3-D 
environments through overview scene reading, which allows users 
to hear the names of all visible objects. SceneVR implements this 
technique using a one-finger circle gesture (Figure 4d). 

Unlike spatial (continuous, direct touch) or sequential (discrete 
flicks) scene reading, which reveal individual objects, overview 
reading provides a high-level scene summary. When users trace a 
complete circle with one finger on the SceneVR touchscreen, the 
system announces the labels of all currently visible objects in a 
predefined left-to-right order, based on the user’s view. Because all 
objects are announced in a consistent manner and order, overview 
scene reading also serves as a second form of structured exploration, 
along with sequential scene reading. As with other scene reading 
techniques, spatial audio conveys approximate object locations. 

https://9https://docs.unity3d.com/6000.0/Documentation/ScriptReference/Camera.ScreenPointToRay
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Hierarchical progressive disclosure. Prior work in touch-
based image exploration has used progressive disclosure [61] to 
present detailed information in a more manageable way for users. 
Strategies include presenting alt text descriptions incrementally, 
allowing users to request additional details as needed [53] and struc-
turing images into object hierarchies that users can navigate for 
more granular exploration [1, 45, 46, 57]. 

Dense VR environments with many objects can make nonvi-
sual exploration cognitively overwhelming. To explore whether 
progressive disclosure alleviates this challenge, we introduce two 
hierarchy-based methods for revealing detail: (1) user proximity, 
which automatically reveals greater Level of Detail (LOD) with 
greater user avatar proximity, and (2) object groups, which require 
user interaction to access greater LOD. For user proximity-based 
disclosure, child objects are revealed as the user’s avatar approaches 
the parent, similar to how visual elements are progressively ren-
dered in game design [90]. For example, as a user explores a virtual 
market using scene reading, they might first hear a label for a distant 
“Bakery Stall.” As their avatar moves closer, additional annotations 
are revealed, describing individual goods and displays within the 
stall. This form of disclosure is illustrated in Figure 3. 

One-finger flick up/down to navigate object groups. Al-
though increasing LOD based on user proximity to objects reveals 
increasing detail as the user moves, proximity alone may not al-
ways be practical or achievable. Some objects, like a drink machine 
behind a service counter in a virtual restaurant, cannot be physi-
cally approached. In other cases, small or cluttered objects require 
precise camera positioning, making spatial scene reading difficult. 
To address these limitations, we introduce object groups. Inspired 
by item groups in Apple’s VoiceOver,10 object groups are an alter-
native method of progressively navigating object hierarchies and 
are designed to reduce the burden of manual positioning. 

SceneVR implements object-group navigation with a one-finger 
flick up/down gesture (Figure 4c). After selecting an object with an 
associated group, users can enter the group with a one-finger flick 
up, temporarily repositioning the virtual camera to a predefined op-
timal viewpoint that centers on the details within the group. When 
inside a group, unrelated objects are filtered from scene reading, 
letting users focus on details without distraction. Users can exit the 
group at any time with a one-finger flick down, restoring the previ-
ous scene-reading view. For example, a virtual drink machine can 
define an object group that contains its dispensers. After selecting 
the machine, a one-finger flick up shifts the virtual camera to cen-
ter on the drink dispensers and limits scene reading to only those 
objects. When finished, a one-finger flick down restores the user’s 
previous view and lets them resume exploration of the broader 
scene. 

3.2 Locomotion Gestures 
Since our focus is on scene exploration and understanding, we 
designed SceneVR primarily for object discovery rather than to 
replicate the full range of VR interactions found in commercial 
controllers. However, we also incorporated basic locomotion, since 
10https://support.apple.com/en-au/guide/iphone/iphfa3d32c50/ios 

movement is fundamental to scene exploration. Unlike scene read-
ing, which relies mostly on one-finger gestures, locomotion uses 
two-finger gestures to turn, walk, and teleport. 

Two-finger drag and hold left/right to rotate. Rotating is 
performed with a two-finger drag and hold gesture, where users 
place two fingers anywhere on the touchscreen, drag left or right, 
and hold to turn in that direction (Figure 4e). Rotation continues 
while two fingers remain on the screen and stops when they are 
lifted. A continuous audio cue, anchored to the user’s original 
forward direction, indicates rotation progress. For example, when 
turning right, the cue will be heard from the left ear at 90 degrees. 
To aid in spatial awareness, the system also announces object labels 
as they come into view, integrating scene reading feedback during 
the turning process. Rather than calling out every object that enters 
the field of view, the system announces objects only when they are 
centered in the user’s egocentric perspective. When the user lifts 
their fingers and stops turning, the continuous audio cue fades, and 
their new forward direction is conveyed though speech output (e.g., 
"Facing west"). 

Two-finger drag and hold up/down to walk. Similar to rota-
tion, walking is also initiated by a two-finger drag and hold gesture, 
but with an upward drag moving the user forward and a down-
ward drag moving the user backward without turning (Figure 4e). 
Movement continues while the fingers remain on the screen and 
stops when they are lifted. Footstep audio plays while the user is 
walking, and upon stopping, the system announces the distance 
and direction moved (e.g., "2 meters forward"). 

Two-finger tap to teleport. Users can teleport to specific loca-
tions within the virtual environment using a two-finger tap (Figure 
4f). After selecting an object with a defined teleport location (spec-
ified via object attributes in Table 1), a two-finger tap jumps the 
user to that location. Upon arrival, the system announces the new 
position using the selected object’s label (e.g., "At Vegetable Stall"). 

4 Study Method 
To evaluate our scene reading techniques and SceneVR prototype 
for enabling BLV exploration and understanding of virtual envi-
ronments, we conducted a task-based usability study [60]. In this 
section, we describe our study design. 

4.1 Participants 
We recruited one low-vision and 11 legally blind adults from the 
local area using community organizations and mailing lists. Partici-
pant age ranged from 32 to 75 years old (𝑀 = 51.82, 𝑆𝐷 = 13.50). Six 
participants identified as men and six as women. All participants 
had basic proficiency using touchscreens, including screen readers, 
and could perform multi-touch gestures, like a one- or two-finger 
drag or tap, on a touchscreen device. Six participants had prior 
experience with VR headsets. Of these, five described the systems 
they used as difficult to operate or understand, while one reported 
no major issues but noted having more vision at the time of use. 

https://10https://support.apple.com/en-au/guide/iphone/iphfa3d32c50/ios
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Figure 3: SceneVR uses hierarchical object organization to progressively reveal detail during scene reading. Disclosure is 
governed by either (1) user proximity, where greater Level of Detail (LOD) is revealed with greater proximity, or (2) object 
groups, which let users manually explore detail belonging to a parent object. This example demonstrates the first LOD disclosure, 
where (left) from a distance, scene reading presents the "Bakery Stall" as a single item. As the user moves closer (right), SceneVR 
progressively reveals individual elements within the stall, such as tables, displays, and baskets. 

4.2 Apparatus 
We built a single Unity app, running on a Meta Quest 2 head-
set, that contained three virtual environments: a simple tuto-
rial environment (Figure 5a) and two more detailed test envi-
ronments for the task-based usability study (Figures 5b and 5c). 
We built these environments using assets from the Unity Asset 
Store [2, 10, 59, 64, 77, 78, 89]. The SceneVR controller, a native 
iOS (or iPadOS) app, ran on an iPad mini 6 and facilitated interac-
tion with the Unity app using low-latency peer-to-peer commu-
nication via the WebRTC protocol.11 The WebRTC protocol was 
implemented through a Unity package12 and an open source iOS 
library [76]. 

The WebRTC session established a data channel for communica-
tion, allowing the SceneVR controller to notify the Unity app when 
an input gesture was recognized, as well as a video stream to display 
the Quest headset’s view on the SceneVR controller. Although BLV 
SceneVR users did not rely on the video stream while wearing the 
headset, it was essential for debugging and provided us with visual 
confirmation of direct touch interactions and system responses. 

The SceneVR controller primarily relied on UIKit gesture recog-
nition13 to recognize user input, with one exception: the circle 
gesture (Figure 4d) was detected using the OpenCV library [13] to 
fit a circle to a collection of touch locations. 

For audio feedback, the Unity app used 3-D audio sources from 
Unity’s scripting API,14 enabling spatial audio during exploration. 
Text-to-speech (TTS) output was generated using Azure’s TTS 
services.15 

Figure 6 shows a study participant wearing the Meta Quest 2 
headset and interacting with the virtual environment using the 
SceneVR controller. 
11https://webrtc.org/
12https://docs.unity3d.com/Packages/com.unity.webrtc@2.4
13https://developer.apple.com/documentation/uikit/handling-uikit-gestures
14https://docs.unity3d.com/ScriptReference/AudioSource
15https://learn.microsoft.com/en-us/azure/ai-services/speech-service/text-to-speech 

Unity Game Object Attributes. We created a set of attributes, 
listed in Table 1, that can be added to any game object in a Unity 
VR app to make it accessible to our scene reader. Although we did 
not evaluate this attribute set in our study, we were mindful of the 
need for future work to explore how such accessibility information 
could be standardized, automated, and scaled. We discuss directions 
for this in future work. For our study, we assumed a well-annotated 
environment, with the research team manually assigning the nec-
essary attributes to the objects and avatars in each scene, enabling 
us to design, iterate, and evaluate scene reading in SceneVR. 

4.3 Procedure 
We conducted the study on the University of Washington campus 
and in the greater Seattle area. The study consisted of four parts: 
(1) a pre-study interview to gather demographic information and 
identify prior experience with and expectations of VR technology, 
(2) a 15 minute tutorial on the SceneVR controller and its scene 
reading capabilities, (3) a task-based usability study where we asked 
participants to complete exploration tasks using SceneVR, and (4) 
a post-study interview to gather participants’ feedback on their 
experience with the system. All parts of this research occurred 
during a single one-hour session with each participant. This study 
was designed to evaluate the SceneVR system in depth and did not 
include comparative conditions. We discuss the reasoning behind 
this decision, including the lack of existing comparisons for BLV 
VR users, in Section 7. 

Tutorial. Before the task-based assessment, participants could 
adjust the Apple iPad according to their desired accessibility set-
tings, and adjust the volume and fit of the Meta Quest 2 headset. The 
first author then introduced the tutorial environment and provided 
instructions on using the SceneVR controller and its scene reading 
interactions. Afterwards, participants could continue to practice 
until they felt comfortable to begin the task-based assessment. On 
average, the tutorial lasted about 14.19 minutes (𝑆𝐷 = 3.35) per 
participant. 

https://15https://learn.microsoft.com/en-us/azure/ai-services/speech-service/text-to-speech
https://14https://docs.unity3d.com/ScriptReference/AudioSource
https://13https://developer.apple.com/documentation/uikit/handling-uikit-gestures
https://11https://webrtc.org
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(a) (b) (c) 

(d) (e) (f) 

Figure 4: Multi-touch gestures for exploring virtual environments using SceneVR, in this case, a fast food restaurant: (a) one-
finger drag (placing a finger on the screen and scanning) for spatial scene reading to identify objects being touched, (b) split-tap 
(tapping anywhere with a second finger while still holding the first finger down) to receive the description of the first finger’s 
object, (c) one-finger flick (quickly swiping a finger across the screen) for sequential reading to move through objects in order 
(left/right) or to move in and out of object groups (up/down), (d) one-finger circle (tracing a circular motion with one finger) for 
overview reading to announce all objects currently in view, (e) two-finger drag and hold (placing two fingers on the screen, 
dragging, and holding in place) to rotate (left/right) or to walk forward and backward (up/down), and (f) two-finger tap (tapping 
two fingers simultaneously on the screen) to teleport to the selected object. 

(a) (b) (c) 

Figure 5: The virtual environments used in our usability study: (a) a campground used for the system tutorial, (b) an outdoor 
medieval market with five stalls, and (c) an indoor fast-food restaurant. 
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Attribute Data Type Description Example 

Label* String Short identifier Vegetable Stall 

Description* String Detailed description, including visual features 
and other relevant virtual attributes. 

A wooden stall displays baskets of tomatoes, car-
rots, and leafy greens. The stall is shaded by an 
awning. Teleport available. 

Progressive 
Disclosure 
Method 

Enum { 
User Proximity, 
Object Group 
} 

Governs how child objects are disclosed. 

For user-proximity disclosure, child ob-
jects are revealed when the user is in close 
proximity. 

For object-group disclosure, child objects are 
disclosed and moved into focus when the user 
inspects the group. 

Items sold at the Vegetable Stall are revealed 
as the user approaches (user proximity). 

The dispensers available at the Drink 
Machine are revealed and brought into focus 
when the user inspects the Drink Machine 
group (object group). 

Parent Unity Game 
Object 

The parent object within the hierarchy. An 
object with a Parent will be disclosed according 
to the parent’s Progressive Disclosure Method. 

The parent of an iced tea dispenser is the Drink 
Machine. 

Focus Position* 
for Object Group 
disclosure 

3-D Vector The predefined camera position for focused 
scene reading in an object group, centering on 
child objects for easier exploration. 

After entering the Drink Machine group, the 
camera temporarily repositions for a focused 
view of the available dispensers. 

Teleport Position 3-D Vector A teleport location near the object. The user can teleport to the Vegetable Stall. 
Table 1: Attributes the research team added to virtual game objects in our Unity test environments to enable scene reading. An 
asterisk (*) marks required items. 

Figure 6: A BLV participant using the SceneVR controller 
to explore a virtual environment during our usability study. 
They are wearing a Meta Quest 2 headset, which runs the test 
environments used in the study, while interacting with the 
virtual scene via the SceneVR controller on an iPad Mini 6. 

Task-Based Assessment. The task-based assessment used two vir-
tual test environments, an outdoor medieval market and a modern-
day fast-food restaurant, and participants completed similar tasks in 
each environment. To begin, participants were given three minutes 
to freely explore the virtual environment to further practice using 
SceneVR and become familiar with their virtual surroundings. 

Following free exploration, participants completed structured 
tasks to evaluate SceneVR and its scene-reading capabilities. To 
ensure representative task scenarios, we followed guidance that 

recommended mixing simpler, atomic tasks and more complex tasks 
requiring higher-level cognitive processing [12]. We focused our 
tasks on scene exploration and understanding, and presented four 
structured tasks in each environment: two object-finding tasks (Par-
ent Object (PO) and Child Object (CO) tasks) and two inference-based 
tasks requiring participants to draw conclusions from multiple ob-
jects (Scene Context (SC) and Spatial Awareness (SA) tasks): 

• Parent Object (PO): Locate a prominent object at the top level 
of the object hierarchy. For example, we asked participants to 
locate the meat stall in the medieval market and an eight-top 
table in the fast food restaurant. 

• Child Object (CO): Locate an object nested in a parent by nav-
igating a hierarchical structure governed by both proximity-
based and object-group disclosure. In the medieval market, 
we asked participants to choose a dessert from a display case 
at the bakery stall; in the fast-food restaurant, we asked them 
to select a drink from the drink machine located behind the 
service counter. 

• Scene Context (SC): Infer context based on nearby objects. 
In the medieval market, we asked participants to identify a 
stall based on its items; in the fast food restaurant, we asked 
them to infer the restaurant type from the food on a table. 

• Spatial Awareness (SA): Assess configuration knowledge, i.e., 
knowledge of how objects are located in relation to one 
another in the virtual environment [8]. We asked participants 
to describe the on-screen location of one landmark relative 
to another in each environment. 
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To control for order effects, we counterbalanced the order of 
the virtual environments and structured tasks. We also imposed a 
three-minute time limit for each structured task to ensure partici-
pants had ample opportunity to attempt all tasks in the assessment. 
No participant exceeded the time limit on any task. If at any point 
participants forgot how to use the SceneVR controller or its ges-
tures, they were allowed to ask the researcher for assistance. (The 
frequency of such requests is discussed in the results section.) 

Post-Study Interview. After participants completed the task-based 
usability test, we asked them a series of Likert [36] and open-ended 
questions to better understand their experience of scene reading 
and SceneVR. Likert questions included the NASA Task Load Index 
(NASA-TLX) [29, 30] and iGroup Presence Questionnaire (IPQ) [70, 
71] to assess perceived workload and sense of presence, respectively. 
We modified the IPQ to remove vision-related questions. 

4.4 Data Analysis 
SceneVR usage metrics were logged on-device, and the research 
team recorded task performance and interview responses in a digi-
tal spreadsheet. With participant permission, we also recorded and 
transcribed session audio. Quantitative analysis included descrip-
tive statistics for task performance, user satisfaction, NASA-TLX 
and IPQ scores, as well as an examination of usage patterns re-
lated to scene reading interactions. For qualitative analysis, we 
applied inductive coding [14] to identify themes in participants’ 
open-ended responses. As part of this process, we used affinity 
diagramming [35] to organize insights and develop inductive codes 
from transcript data. One researcher conducted an initial round of 
coding, followed by a peer debriefing process [75] in which another 
researcher used the code book to analyze two transcripts. The re-
searchers then met to discuss and resolve discrepancies, reaching 
the final code book. 

5 Results 
We present the results of our usability study, examining task per-
formance, user experience, interaction patterns, and qualitative 
feedback. We take each of these in turn, below. 

5.1 Task Performance and User Satisfaction 
Eight of 12 participants successfully completed the assigned tasks in 
the task-based assessment; four participants failed a spatial aware-
ness (SA) task in one of the two test environments. Additionally, 
one of these participants also failed the scene context (SC) task in 
one of the test environments. Table 2 presents each participant’s 
performance across tasks in both environments. Of 96 total tasks, 
participants were successful in 91 of them (94.8%). 

Following the task-based assessment, participants rated their 
satisfaction with SceneVR on a 7-point Likert scale [36], with 7 being 
the highest, reporting overall high satisfaction (𝑀 = 5.92, 𝑆𝐷 = 
1.24). Figure 7 presents a histogram of participants’ satisfaction 
responses. Qualitative feedback reinforced these results, with many 
participants (P01, P03, P04, P05, P07, P09, P10, P11) expressing 
enthusiasm for the system. For example, P07 remarked, "I think 
this is pretty cool," while P11 stated, "This is incredible. Well, I 
wish I could take it home." Although this excitement may reflect 
initial novelty, eight of 12 participants (P03, P04, P05, P06, P07, P08, 

Figure 7: Distribution of participant satisfaction with 
SceneVR, where participants rated their satisfaction on a 
1-7 scale, with 7 indicating high satisfaction. Overall, partici-
pants reported positive feedback (𝑀 = 5.92, 𝑆𝐷 = 1.24). 

P11, P12) specifically described SceneVR as fun and enjoyable to 
use, suggesting engagement beyond first impressions. Additionally, 
four of 12 participants (P02, P04, P08, P12) highlighted its value 
in fostering a sense of independence, emphasizing its ability to 
be used without assistance. For example, P04, who had prior VR 
experience, noted, "When I did this [VR] with my son, he had to 
show me. This [SceneVR] I could do independently." 

Participants’ qualitative feedback also highlighted specific fea-
tures of SceneVR they found useful. Here, we present feedback on 
object-group navigation, which was particularly relevant to the 
child object (CO) task; this task asked participants to inspect an 
object group to locate a nested object. In the post-study interview, 
two participants (P04, P08) specifically mentioned the object-group 
feature as being especially useful. P04 described object-group navi-
gation as intuitive, noting that “the ease and ability to move around 
or to get into a group and look at the group” was something they 
particularly liked about using SceneVR. Similarly, P08 found object 
groups helpful, stating, “The group search function was actually 
really useful,” and later elaborating that the groups were especially 
beneficial when examining “very fine details.” 

5.2 Workload and Learning Curve 
We used the NASA Task Load Index (NASA-TLX) [29, 30] to assess 
participants’ perceived workload while using SceneVR, measuring 
workload across six dimensions: mental, physical, and temporal 
demand; performance; effort; and frustration. Participants rated 
each dimension on a 7-point scale, where lower scores indicate 
less demand, effort, or frustration, and better performance. Hence, 
lower is better on all scales. 

Participants reported low scores across all six workload dimen-
sions, indicating minimal mental (𝑀 = 2.83, 𝑆𝐷 = 1.47), physical 
(𝑀 = 1.83, 𝑆𝐷 = 1.03) and temporal (𝑀 = 2.08, 𝑆𝐷 = 1.68) demand; 
high performance (𝑀 = 2.17, 𝑆𝐷 = 1.11); and low effort (𝑀 = 2.00, 
𝑆𝐷 = 0.60) and frustration (𝑀 = 1.33, 𝑆𝐷 = 0.65) (Figure 8). Mental 
demand, though still low, was the highest dimension. During the 
task-based usability test, 10 of 12 participants (P01, P02, P04, P05, 
P06, P08, P09, P10, P11, P12) described difficulty learning the system, 
with P06 commenting, “The hard thing was remembering,” when 
asked about ease of use. All but one participant (P08) experienced 



From Screen Reading to “Scene Reading” in SceneVR ASSETS ’25, October 26–29, 2025, Denver, CO, USA 

Medieval Market Fast Food Restaurant 

Participant ID PO CO SC SA PO CO SC SA 

P01 Pass Pass Pass Pass Pass Pass Pass Pass 

P02 Pass Pass Pass Fail Pass Pass Pass Pass 

P03 Pass Pass Pass Pass Pass Pass Pass Pass 

P04 Pass Pass Pass Pass Pass Pass Pass Pass 

P05 Pass Pass Pass Pass Pass Pass Pass Pass 

P06 Pass Pass Pass Fail Pass Pass Pass Pass 

P07 Pass Pass Pass Pass Pass Pass Pass Fail 

P08 Pass Pass Pass Pass Pass Pass Pass Pass 

P09 Pass Pass Fail Pass Pass Pass Pass Fail 

P10 Pass Pass Pass Pass Pass Pass Pass Pass 

P11 Pass Pass Pass Pass Pass Pass Pass Pass 

P12 Pass Pass Pass Pass Pass Pass Pass Pass 
Table 2: Pass/fail results for each participant in the task-based usability study. Each of the four tasks (1) Parent Object (PO), (2) 
Child Object (CO), (3) Spatial Context (SC), and (4) Spatial Awareness (SA) was repeated in both the medieval market and the 
fast food restaurant test environments. Overall, 91 of 96 tasks were completed successfully (94.8%). 

Figure 8: Distribution of NASA-TLX scores across each 
workload dimension. Each box represents the interquartile 
range (𝐼 𝑄𝑅), with the horizontal line inside the box indicat-
ing the median. Whiskers extend to 1.5 × 𝐼 𝑄𝑅 beyond the 
first and third quartiles, and dots represent outliers, which 
were observed for temporal demand, effort and frustration. 
Lower scores indicate lower perceived workload when using 
SceneVR. 

at least one moment where they forgot how to use the system and 
required assistance from the research team. However, eight par-
ticipants (P01, P02, P04, P05, P06, P09, P11, P12) believed it would 
become easier with practice, as P01 remarked, “With practice ... it’s 
easier ... [it] becomes something easy to do.” 

5.3 Sense of Presence 
We used the iGroup Presence Questionnaire (𝐼 𝑃𝑄 ) [70, 71] to mea-
sure participants’ sense of presence in the virtual world when us-
ing SceneVR. The 𝐼 𝑃𝑄 measures presence across three sub-scales: 
(1) spatial presence (SP), i.e., feeling physically present in the virtual 

world, (2) involvement (INV), i.e., attention focused on the virtual 
world, and (3) experienced realism (REAL), i.e., how lifelike the 
virtual environment feels. The 𝐼 𝑃𝑄 also includes a general presence 
(GP) question measuring the overall “sense of being there.” Most 
questions used a 1-7 Likert-type scale, with higher scores indicating 
a stronger perception of presence. For questions with an inverted 
scale, where 1 indicated the highest sense of presence, we reversed 
the scores for consistency during analysis. 

Figure 9 shows the distribution of 𝐼 𝑃𝑄 scores. Participants re-
ported high general presence (𝑀 = 5.50, 𝑆𝐷 = 1.73) and spatial 
presence (𝑀 = 5.35, 𝑆 𝐷 = 1.66). However, experienced realism was 
lower (𝑀 = 3.33, 𝑆𝐷 = 1.88), with some finding the virtual world 
less realistic, e.g., P02 noted that the environment still felt “virtual.” 
Involvement scores were also moderate (𝑀 = 4.10, 𝑆 𝐷 = 2.20), 
suggesting variation in the degree of engagement participants felt 
while interacting with the virtual scene. 

5.4 Scene Reading Usage and Interaction 
Patterns 

To better understand how participants engaged with scene reading 
and how touch-based interactions influenced their preferences, we 
analyzed participants’ interaction patterns. First, we examined their 
use of scene reading methods by comparing the relative frequency 
of spatial (continuous finger-driven touch), sequential (discrete flick-
ing), and overview (circle gesture) reading approaches. However, 
because spatial reading involves a continuous gesture while sequen-
tial and overview reading rely on discrete gestures, a direct count 
of interactions would not constitute a meaningful comparison. 

To address this, we defined what constitutes a single instance 
of scene reading for each interaction type. For spatial reading, we 
defined an instance as beginning when the participant places their 
finger on the screen and ending when they lift it, with instances 



ASSETS ’25, October 26–29, 2025, Denver, CO, USA Melanie Jo Kneitmix and Jacob O. Wobbrock 

Figure 9: Distribution of 𝐼 𝑃𝑄 scores across general presence 
(GP) and three sub-scales: spatial presence (SP), involvement 
(INV), and experienced realism (REAL). Each box represents 
the interquartile range (𝐼 𝑄𝑅), with the horizontal line inside 
the box indicating the median. Whiskers extend to 1.5 × 𝐼 𝑄𝑅 
beyond the first and third quartiles. No outliers were ob-
served. Higher scores indicate a stronger sense of presence 
in the virtual world when using SceneVR. 

under one second discarded as likely unintentional. For sequential 
reading, an instance starts with the first flick to move to another 
object and ends when the participant performs a different gesture 
or pauses for more than five seconds. This approach grouped rapid, 
successive flicks into a single scene reading instance, allowing for 
a more consistent comparison between continuous and discrete 
interaction methods. For overview reading, each activation of the 
one-finger circle gesture is considered a single instance. 

Using this approach, we found that, on average, sequential read-
ing accounted for 50.91% (𝑆𝐷 = 20.67) of scene reading interactions 
per user, while overview reading accounted for 27.59% (𝑆𝐷 = 20.03), 
and spatial reading accounted for 21.50% (𝑆𝐷 = 12.14). This varia-
tion in interaction patterns was also reflected in qualitative feed-
back, with participants expressing different preferences for scene 
reading methods. Six of 12 participants (P03, P04, P06, P09, P10, 
P11) commented that the one-finger flick for sequential reading felt 
easy or was their preferred method of scene reading, while three 
participants (P02, P07, P12) expressed similar preferences for the 
one-finger circle used in overview reading. Although spatial scene 
reading accounted for an average of 21.50% of scene reading inter-
actions, only one participant (P08) described it as their preferred 
method but noted that it became challenging when searching for 
objects that were farther away. 

We also analyzed which types of annotation content participants 
accessed most frequently while scene reading. Expectedly, shorter 
object labels accounted for an average of 97.32% (𝑆𝐷 = 2.47) of total 
annotation usage per participant, with longer object descriptions 
comprising the remaining proportion. 

Figure 10 presents the mean relative frequency of these usage pat-
terns, including scene reading interaction techniques (Figure 10a) 
and types of annotations accessed (Figure 10b). 

5.5 Usability Challenges in a Multi-Sensory 
Environment 

We observed that in a multi-sensory virtual environment, sensory 
cues can unexpectedly reveal gaps in scene reading annotation 
coverage. For instance, P06, who has some residual vision, saw a 
table with visible items but no accompanying annotations for those 
objects, prompting the question, “Is there stuff on the table though 
that I’d want to look at or there’s nothing?” Similarly, P10 noticed 
an object in a certain direction without a label. Other expectations 
stemmed from contextual awareness, like those of P12, who, while 
exploring outdoors, wanted to access an annotation for the sky, 
asking, “How about the sky? Can I see [the annotation]?” In these 
cases, sensory input, such as visual details or environmental context, 
was followed by participants attempting to access annotations that 
were not available. 

In other cases, participants commented on the absence or mis-
alignment of expected sensory feedback following the use of scene-
reading annotations. For example, P03 appreciated the system’s 
spatial audio, particularly the verbal cues, but noted that the experi-
ence would be enhanced with richer ambient sounds, such as cues 
reflecting the time of day or natural sounds of birds in the virtual 
campground. Additionally, P02 reported that while the verbal feed-
back indicated a rightward turn, the continuous nonverbal spatial 
audio cue intended to evoke the feeling of turning failed to produce 
that sensation, resulting in an unrealistic and confusing orientation 
experience. 

6 Discussion 
Making highly visual and immersive 3-D virtual environments ac-
cessible to BLV people is a difficult design challenge, with few, if 
any, successful solutions developed to-date. Even major commercial 
manufacturers have not succeeded at this challenge. Our findings 
show that scene reading with SceneVR effectively enabled explo-
ration and understanding of virtual scenes for BLV users. Partici-
pants successfully completed the task-based usability assessment, 
reported a strong sense of presence, and gave high satisfaction 
ratings. Qualitative feedback reinforced these results, with many 
describing the system as enjoyable and emphasizing their ability 
to use SceneVR independently, something they could not do with 
today’s commercial stock controllers and software. This combi-
nation of enjoyment and sense of agency supports participants’ 
emotional engagement with the technology [3]. Below, we unpack 
these insights by examining key findings from our study, highlight-
ing what worked well and highlighting opportunities for further 
improvement. 

6.1 Scene Reading and the Role of Object-Level 
Annotations 

This work sought to address how we can reveal semantic informa-
tion about objects and their on-screen position to help BLV users 
explore and understand virtual scenes. Our findings inform ini-
tial design implications and raise important questions for future 
research. 

Sensory feedback and annotations are tightly coupled. 
When SceneVR users perceived an element, whether through lim-
ited vision, environmental context, or spatial audio, they often 
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(a) (b) 

Figure 10: Mean relative frequency of scene reading interaction methods and types of object annotations accessed across 
participants in our SceneVR usability study. Error bars indicate +/−1 standard deviation (𝑆𝐷) for each mean. (a) When scene 
reading, participants most frequently used sequential reading (𝑀 = 50.91%, 𝑆𝐷 = 20.67) to flick through objects in order, followed 
by overview (circle gesture) reading (𝑀 = 27.59%, 𝑆𝐷 = 20.03) to identify all objects in view, and least often, spatial reading 
(𝑀 = 21.50%, 𝑆𝐷 = 12.14) to explore objects by continuous, direct touch. (b) Short object labels accounted for the vast majority of 
annotations accessed during the usability study (𝑀 = 97.32%, 𝑆 𝐷 = 2.47), while longer object descriptions were used infrequently 
(𝑀 = 2.68%, 𝑆 𝐷 = 2.47). 

expected a corresponding scene-reading annotation to confirm or 
clarify what they sensed. In some cases, such as P06 and P12, the 
details they became aware of had not been annotated and couldn’t 
be accessed through SceneVR. Although our intent was to compre-
hensively annotate the scene, users’ varied exploration strategies 
surfaced annotation gaps we had not anticipated. These gaps were 
not necessarily omissions of universally important details but rather 
reflected individual differences in what users perceived and wanted 
to explore further (e.g., the sky). As prior work in multi-sensory VR 
has emphasized, users do not share a single, uniform representation 
of a scene, and how scenes are perceived can vary widely across 
individuals [7]. This insight suggests that designers cannot reliably 
predict which elements will shape users’ understanding of a virtual 
environment and underscores the need for comprehensive object 
annotations to support sensory-driven exploration. 

Conversely, annotations themselves can shape expectations for 
additional sensory feedback. When users accessed an annotation 
for an element typically associated with environmental cues, they 
often expected those sensory details to be present in the environ-
ment. P02 and P03, for example, noticed when such cues were 
missing and suggested adding ambient spatial audio to reinforce 
the accessibility information provided by SceneVR. These moments 
suggest a disconnect between what is described and what is expe-
rienced when expected sensory feedback is absent or misaligned 
with scene-reading annotations, which may have contributed to 
lower 𝐼 𝑃 𝑄 scores for realism and involvement. 

To create a more cohesive experience, multi-sensory virtual envi-
ronments should ensure that scene-reading annotations and sensory 
feedback work together: any element users might perceive should 
be annotated, and any annotated element should include sensory 

feedback that deepens the experience. Rather than functioning in-
dependently, annotations should complement other system cues, 
such as environmental audio or haptic feedback, which also influ-
ence how users perceive and make sense of a scene. Supporting 
this interplay can better meet BLV user expectations and enable 
exploration grounded in individual sensory experiences. 

Object labels are a key source of information during vir-
tual exploration. Participants in our study consistently relied 
upon short-form object labels, highlighting their importance in 
scene exploration and understanding. By contrast, long-form ob-
ject descriptions were used much less frequently. Since accessing 
descriptions required an additional gesture (the split-tap), lower 
usage is unsurprising. Additionally, their lower usage may reflect 
the nature of our assigned tasks, which did not emphasize the need 
for detailed descriptions. Given these uncertainties, we refrain from 
drawing firm conclusions about the role of long-form object de-
scriptions. Instead, our findings emphasize that short-form labels 
play a critical role in providing immediate, object-level information. 
To support efficient exploration and understanding, scene-reading 
techniques should prioritize making these labels easily and quickly 
accessible. 

6.2 Touch-Based Techniques, Progressive 
Disclosure, and Managing Cognitive Load 

This work also sought to address how to adapt touch-based inter-
action techniques and progressive disclosure of hierarchical infor-
mation, designed for 2-D visual exploration, to support BLV un-
derstanding of 3-D virtual scenes. To approach this challenge, we 
examine the role that these techniques play in managing cognitive 
load and facilitating effective exploration. While these techniques 
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may help structure exploration and information access, they also 
introduce additional complexity in 3-D environments. 

Structured exploration methods complement free-form 
spatial exploration. Participants engaged with the environment 
using a mix of spatial (continuous, direct touch), sequential (dis-
crete flicks), and overview (circle gesture) scene reading. Structured 
methods (sequential and overview reading, which provide access 
to objects in a predefined and predictable order) were used more 
frequently and were more commonly described as easier to use 
or preferred. This finding aligns with prior research in 2-D image 
exploration [57] and BLV video game [55] and AR [33] accessibility, 
which found that structured, menu-based navigation was favored 
for ease of use and reliably accessing all objects, while free-form 
exploration provided greater autonomy and spatial awareness, but 
was more difficult to control. 

Although spatial scene reading was used less frequently overall, 
it still accounted for an average of 21.50% (𝑆 𝐷 = 12.14) of scene read-
ing interactions, indicating its value to participants. We hypothesize 
a trade-off similar to that found in prior work: structured techniques 
offer predictability and ease of access, while spatial techniques sup-
port autonomy and spatial understanding. To accommodate diverse 
user needs, scene-reading systems should integrate multiple explo-
ration methods, balancing predictability, efficiency, and exploratory 
freedom. 

Progressive disclosure of detail through hierarchical ob-
ject organization helps manage information overload. Virtual 
environments contain many objects, often with dynamic interac-
tions and complex relationships, making nonvisual exploration cog-
nitively demanding. Without a way to structure this information, 
users may have to process many details at once, increasing cognitive 
load and complicating efforts to find relevant objects. Progressive 
disclosure of increasing level-of-detail (LOD) through proximity-
based and object-group hierarchy navigation helps mitigate infor-
mation overload by limiting the number of objects presented at 
one time and supporting an intuitive search strategy where users 
first locate a parent object and then navigate its hierarchy to find 
related items. 

To wit, all participants successfully completed the child object 
(CO) task in our usability study, suggesting that our progressive dis-
closure techniques did not interfere with object discovery and were 
usable in practice. Additionally, participants specifically highlighted 
object-group disclosure as particularly useful for exploration. One 
possible reason is that they valued the enforced focus provided by 
object groups. By automatically centering the scene-reading view 
on relevant objects within a group, object groups reduce the burden 
of manual positioning for efficient scene reading. Together, these 
findings indicate that structuring scene reading through hierarchi-
cal navigation, with built-in support for scene-reading focus, can 
reduce cognitive load and improve access to fine scene detail. 

Touch-based interaction is essential for spatial scene read-
ing, but may present challenges when scaling to more com-
plex virtual environments. Spatial scene reading relies on direct 
touch input, and participants’ use of this technique throughout the 
study reinforces its role as a core component of the broader scene 
reading toolkit. However, while participants successfully engaged 
with scene reading overall, many struggled to remember the full 
set of touch gestures, with nearly all participants experiencing at 

least one moment where they forgot how to use a desired gesture. 
Although several participants speculated that the system would be-
come easier with practice, their initial difficulty also raises concerns 
about cognitive load, particularly during early use. These findings 
prompt questions about the scalability of similar touch-based tech-
niques in more complex VR environments that demand additional 
interactions, such as object manipulation or social engagement. 

7 Limitations and Future Work 
Our study examined how scene reading, supported by object hier-
archies, progressive disclosure, and touch-based techniques, con-
tributed to BLV users’ experiences of virtual environments. Natu-
rally, this work required designing a specific interaction technique 
for accessing object annotations. Our approach was informed by 
prior work, but we recognize that testing a single design does not 
necessarily determine the most effective approach to scene reading 
in general. 

Originally, we planned to include a comparison condition that 
would have enabled spatial scene reading using a ray casting tech-
nique with a commercial stock VR controller. However, our pilot 
testing revealed that naively enabling VR controllers to read object 
labels via ray casting did not work well. Because commercial VR 
headsets lack robust accessibility tools for BLV users, there was 
no de facto baseline for participants to rely on, and everything 
in the study, from object labeling to exploration methods, had to 
be learned from scratch. As a result, participants required more 
time to learn a single system, and introducing SceneVR alongside 
additionally novel comparison conditions proved too complex for 
a single study. Although a comparative study remains important 
for future work, as does making stock VR controllers accessible 
with commercial VR environments, we chose to begin with an orig-
inal evaluation of scene reading and touch-based interactions in 
SceneVR. This approach allowed us to explore the feasibility of 
our approach, examine how users engaged with features, and sur-
face initial design considerations that can inform and guide future 
research. 

Future work should indeed conduct a formal comparison of addi-
tional interaction techniques and alternative gestures, particularly 
those used for spatial scene reading. For example, future research 
could compare direct touch input, ray casting, and in-air gestures to 
assess their relative effectiveness for object discovery and selection, 
for navigation, and for fostering spatial awareness. 

In parallel, more work is needed to understand how hierarchi-
cal structures scale in practice. While our study explored object 
hierarchies and progressive disclosure of detail, future work should 
take a closer look at how these approaches scale. For example, 
how many levels of hierarchy remain usable before the structure 
becomes confusing, and how can we determine whether objects 
are grouped into intuitive, “natural” hierarchies? The scenes used 
in our study featured relatively straightforward object structures, 
but more complex or unfamiliar environments may present new 
challenges that warrant further investigation. 

Effectively managing object hierarchies at scale will also require 
robust methods for generating and maintaining object annotations. 
Although object annotation was out of scope for this work, future 
research should evaluate whether the object attributes we used are 
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sufficient to support accessibility across larger and more complex 
environments. In addition, work is needed to explore how these 
attributes could be efficiently supplied at scale, potentially using 
automated techniques, such as large language models (LLMs), to 
generate object labels, descriptions, and intuitive hierarchies that 
reflect how users naturally explore a scene. Future systems will 
also need to support flexible access methods, such as structured 
and spatial exploration techniques; future work should also better 
understand the complexity these demands add to underlying VR 
infrastructure and interaction design requirements. 

Finally, future work should examine the role and authorship of 
object descriptions. In our study, participants accessed object labels 
far more frequently than object descriptions, but the reasons for 
this behavior remain unclear. Further research should investigate 
when and why object descriptions are valuable, and how best to 
write them for 3-D virtual environments. 

Our research provides an initial foundation for understanding 
scene reading and how to enable it through touch-based interaction 
techniques. However, since these techniques are relatively new, 
future research should explore these and other aspects in more 
detail to optimize both information and interaction design. 

8 Conclusion 
In this work, we have introduced “scene reading” as an analog 
to screen reading but for 3-D virtual environments, not 2-D web 
pages and user interfaces. Our scene reading interaction techniques, 
which rely on touch, gesture, and spatial audio, were explored in 
our SceneVR prototype, which we evaluated with 12 BLV partici-
pants in a task-based usability test. Our primary goal was to en-
able BLV users to explore and understand virtual scenes through 
nonvisual access to semantic information about objects and their 
on-screen positions. This goal was achieved, as participants were 
94.8% successful at completing tasks in our virtual environments 
using SceneVR. 

SceneVR was a touchscreen VR controller running on a hori-
zontally oriented Apple iOS phone or tablet device, coupled with a 
Meta Quest 2 VR headset. To facilitate efficient scene and object ex-
ploration, scene reading in SceneVR relied upon object hierarchies 
that users could navigate to progressively discover more detail. 
Along with successful task completion, our participants reported 
SceneVR providing a strong sense of presence and enhancing user 
enjoyment and agency. Participants felt they could operate SceneVR 
independently, which was not the case for current commercial VR 
controllers or environments. 

Beyond these benefits, our findings highlight initial design con-
siderations. Feedback in multi-sensory environments shapes users’ 
expectations for annotations and vice versa, emphasizing the need 
for comprehensive annotations that align with and complement 
sensory cues. Our findings also reveal that progressive disclosure 
through hierarchical object organization and navigation helps man-
age information overload. 

Overall, our research demonstrates the promise of touch-based 
hierarchical scene reading techniques to enable BLV exploration of 
virtual environments while also offering a clearer understanding 
of the challenges and future research necessary to refine and scale 
these techniques for broader applicability. 
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